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Recent experiments have demonstrated a working cell suitable for implementing the quantum-dot
cellular automatg QCA) paradigm. These experiments have been performed using metal-island
clusters. The most promising approach to QCA operation involves quasiadiabatically switching the
cells. This has been analyzed extensively in gated semiconductor cells. Here we present
a metal-island cell structure that makes quasiadiabatic switching possible. We show how this
permits quasiadiabatic clocking, and enables a pipelined architecturd99® American Institute

of Physics[S0021-89789)04204-9

I. INTRODUCTION large arrays of devices and computer architecture questions.
A key advance was the realization that by periodically modu-
In recent years the development of integrated circuits hakting the interdot barriers, clocked control of QCA circuitry
been essentially based on scaling down, that is, increasingbuld be accomplished. The modulation could be done at a
the element density on the wafer. Scaling down of complerate which is slow compared to interdot tunneling times,
mentary metal—oxide—semiconductofCMOS) circuits,  thereby keeping the switching cells very near the instanta-
however, has its limits. Above a certain element density varineous ground state. This quasiadiabatic switchpagadigm
ous physical phenomena, including quantum effects, conhas proven very fruitful. Quasiadiabatic clocking permits
spire to make transistor operation difficult if not impossible.both logic and addressable memory to be realized within the
If a new technology is to be created for devices of nanometeQCA framework. It allows a pipelining of computational op-
scale, new design principles are necessary. One promisirgrations.
approach is to move to a transistorless cellular architecture Recently, the first experimental realization of a function-
based on interacting quantum dots, quantum-dot cellular aing QCA cell has been reportédlhis was accomplished in
tomata(QCA).1 the metal-dot system. The bistable behavior and full cell op-
The QCA paradigm arose in the context of semiconduceration were confirmed. This experimental success raises the
tor quantum dots, usually formed by using metallic gates tajuestion as to whether the quasiadiabatic switching can be
further confine a two-dimensional electron gas in a heteroimplemented in the metal-dot system. The barriers between
structure. The quantum dots so formed exhibit quantum condots in this system are typically very thin slices of oxide.
finement effects and well separated single-particle eigenwhile there have been some promising experiments involv-
states. The QCA cell consists of fogor five) such dots ing the modulation of such barriefsp general it is much
arranged in a square pattern. The semiconductor implemetarder to accomplish than in the semiconductor case. In this
tation has significant advantages in that both the geometry dadrticle we demonstrate a scheme for quasiadiabatic switching
the dots and the barrier heights between the dots can bef metallic QCA cells. The modulated barrier is basically
tuned by adjusting gate potentials. QCA switching involvesreplaced by another dot, whose potential can be altered.
electrons tunneling through interdot barriers to reconfigure  Section Il includes a brief description of the semicon-
charge in the cell. Information is encoded in the arrangemernductor QCA, adiabatic switching, and the metal-island QCA
of charge within the cell. cell. This section is necessarily brief; a fuller review is given
Quite early in the development of QCA ideas it wasin Ref. 3. In Sec. lll we show how adiabatic switching can be
realized that the quantization of energy levels in the dots isealized with a newly designed metal—island cell. The theo-
not crucial to QCA operation. All that is really required is retical model of metal-island circuits will be discussed in
(approximatg charge quantization on the dot and quantum-Sec. IV as well as applications of the model to pipelined
mechanical tunneling to enable switching. The robustness ajuasiadiabatic shift registers.
the QCA scheme is due in large measure to the fact that the
information is contained in classical degrees of freedom,
while quantum effects simply provide the “grease” that en-
ables switching to occur. It was shown theoretically that in
principle, metallic islands connected by capacitive tunnel
junctions could also be used to realize QCA c8lls. A. Semiconductor QCA

The semiconductor QCA implementation has remained  the semiconductor QCA cell consists of four quantum
the focus of development as the theory has been extended i< 45 shown in Fig.(&). Tunneling is possible between the

neighboring dots as denoted by lines in the picture. Due to
dElectronic mail: lent@nd.edu Coulombic repulsion the two electrons occupy antipodal
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® O O e before applying the new input, the height of the interdot barriers are lowered
thus the cell have no more two distinct polarization staks:+1 andP
—+1 P=-1 =—1.(2) Then the new input can be given to the arrée8). While raising

the barrier height, the QCA array will settle in its new ground state. The

adiabaticity of the switching means that the system is very close to its
o ground state during the whole process. It does not get to the excited state

c) after setting the new input, as it happened in the case of nonadiabatic
switching. Since the system does not get to an excited state from the ground

cell 1 cell2 state the dissipation decreased a lot.

1.0
0.5F ] B. Adiabatic switching with semiconductor QCA
P, of ] In this paradigm of ground state computing, the solution
to the problem has been mapped onto the ground state of the
-0.5F 1 array. However, if the inputs are switchadruptly, it is not
10 guaranteed that the QCA array really settles in the ground
10 05 00 05 1.0 state, i.e., in the global energy minimum state. It is also

P, possible that eventually it settles inraetastablestate be-
cause the trajectory followed by the array during the result-
FIG. 1. Schematic of the basic four-site semiconductor QCA ¢allThe ing transient is not well controlled.

geometry of the cell. The tunneling energy between two ditgmntum . . . . A
dotg is determined by the heights of the potential barrier between tt@m. This problem can be solved by adiabatic SWItCﬁlmg

Coulombic repulsion causes the two electrons to occupy antipodal sitet€ QCA array, as shown schematically in Fig. 2. Adiabatic
within the cell. These two bistable states result in cell polarization ofswitching has the following step$l) before applying the

P=+1 andP= —1. (c) Nonlinear cell-to-cell response function of the basic new input, the height of the interdot barriers is lowered, thus

four-site cells. Cell 1 is a driver cell with fixed charge density. In equilib- the cells have no more than two distinct polarization states:
rium the polarization of cell 2 is determined by the polarization of cell 1. p :

The plot shows the polarizatio, induced in cell 2 by the polarization of P =+1 andP=—1; (2) then the new input can be given to
its neighborP,. The solid line corresponds to antiparallel spins, and thethe array;(3) while raising the barrier height, the QCA array
d_ott(_e(_j line to parallel spins. The two are nearly degenerate especially fofi|| settle in its new ground state.
significantly large values dP, . The quasiadiabaticity of the switching means that the
system is very close to its ground state during the whole
switching process. It does not reach an excited state after
sites as shown in Fig.(ft). These two states correspond to setting the new input, as happens if the input is simply
polarization+1 and—1, respectively, with intermediate po- switched abruptly. Since the system does not get to an ex-
larization interpolating between the two. cited state from the ground state, the dissipation to the envi-
In Fig. 1(c) a two cell arrangement is shown to illustrate ronment is minimal. On the other hand, to maintain quasia-
the cell-to-cell interaction. Cell 1 is a driver cell whose po- diabaticity the time over which the barrier height is
larization takes the range 1-1. It is also shown how the modulated must be long compared to the tunneling time
polarization of cell 2 changes for different values of thethrough the barrier. Typically a factor of 10 reduces the
driver cell polarization. It can be seen that even if the polarnonadiabatic dissipation to very small levels.
ization of the driver cell 1 is changing gradually frontl to The previous structure can be used for processing a se-
+1, the polarization of cell 2 changes abruptly fronl to  ries of data, as shown in Fig. 3. While changing the input the
+1. Thisnonlinearityis also present in digital circuits where barrier is low, therefore the cells do not have a definite po-
it helps to correct deviations in signal level: even if the inputlarization. Then the barrier height increases, until it reaches
of a logical gate is slightly out of the range of valid “0” and the value where the cell polarization is fixed. This means that
“1"” voltage levels, the output will be correct. In the case of the barriers are so high that the interdot tunneling is not
the QCA cells it causes cell 2 to saturdwth polarization  possible and the polarization of the cells keeps its value in-
close to—1 or +1) even if cell 1 was far from saturation. dependent of the effects of the external electrostatic fields. At
A one-dimensional array of ceflsan be used to transfer that point the output can be read out. Then the barriers are
the polarization of the driver at one end of the cell line to thelowered again, and the next input can be given to the array.
other end of the line. Thus the cell line plays the role of theFigure 3c) shows the input and output flow for this case.
wire in QCA circuits. Moreover, any logical gat@majority The cells of such a QCA array have threperational
gate, AND, OR can also be implemented, and using these asnodes if the barriers are low then the cell does not have
basic building elements, any logical circuit can be realfzed. distinct polarization. This can be called thall operational
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height | H |M | L |M IH |M | L |M | H |M | L | FIG. 5. Pipeline architecture with QCA array@®) all of the arrays get the
C) input from the left neighbor and give the output to the right neightimrthe
Input rll | 12 | I3 | | clock signals used for the control of the interdot barrier height. Each array
gets the clock signal delayed by 1/4 period time relative to its left neighbor.
Output |01| |02| |O3I | Even more sophisticated structures containing logical gates and flip flops

need no more than four different clock signals.

FIG. 3. QCA structure for the processing of data sefiasthe schematic of

the structure(b) the clock signal given to the cells to control their interdot

barrier height(c) the input and output data flow. The new input is given to i . i - . . .
the array when the barriers are low and the output is read out of the arraf@tions with the old input are finished. Each unit gives its

when the barriers are high, and the polarization of the cells is fiked,  subresult to the following unit and then begins to process the
and L stand for high, medium, and low, respectiyely subresult of the previous unit.
The barrier heights of the arrays are controlled by four

mode If the barriers are high then the polarization of the different clock signals. The clock signal given to an array is
cells does not change. This can be called ldeked opera- delayed by 1/4 period time relative to the clock signal of its
tional mode In the case of intermediate barrier heigtitse €t neighbor. With only these four clock signals, even more
active modgthe cells have two distinct polarization states: SOPhisticated pipeline structures containing logical gates and
P=-+1 andP=— 1, however, the external electrostatic field fli° flops can be realized.

(due to the effects of the neighboring cgllsan switch it

from one polarization to the other. The operational modeg, Metal-island QCA

are summarized in Fig. 4. Thus the cells periodically go , , i
through the null-active—locked—active—null series. QCA cells can be also built from metallic tunnel junc-

more QCA subarrays working in gipeline structure as ences bety\{een the semicondugtor and the metal dot QCAs:
shown in Fig. 5. Now each subarray reads the output of thél) Capat_:ltlvely coupled metal islands are_used rather than
left neighbor when the neighbor is in a locked state and-oulombically coupled quantum dots. Unlike the quantum
begins to write into their right neighbor when it is in a null dot, the metal |s_land contains many conductlon_band elec-
state. The main advantage of the pipeline architecture is thdfons:(2) A classical capacitive model can be applied instead

the computations with the new input start before the Compuglc a Schrtn!mger equatpn model. The only nonclassma.l phe-
nomenon is the tunneling of electrons between metal islands

through tunnel junctions. The metal islands have a special
feature: they are connected to the other islands through tun-
nel junctions. If these tunnel junctions were replaced by ca-

Operational | Barrier
Cell polarization

mode height pacitors the island charge would be zero; however, through
Active Medium | Between +1P ¥ and -1 f[he tunnel Junctlon_ an integer number of electron_s can tl_JnneI
. into or out of the island. Thus the charge of an island is an
Locked High +1 or -1 . .
Null Low = integer multiple of the elementary charge.
u Indefinite In the case of the metal-island cell it is helpful to first

consider a double dot: two of the islands as the basic build-
FIG. 4. The three operational modes of the QCA cell in the case of adiabati#19 el?ment rather than a whole cell of four dOt_S- Th_e two
switching. In the active mode, the cells have two distinct polarizatiens: metal islandg"dots” ) connected by a tunnel junction give a
=+1 andP=—1, and the external electrostatic filed can switch cells from pistable circuit elemenfsee Fig. 6a), framed double ddt

one polarization to the other. In the locked mode, the interdot barriers ar ; ; :
high, therefore the polarization of the cell cannot be switched, it is fixed. Inﬁependmg on the input VOItages’ the excess electron will

the null mode, the barriers are low thus the cell does not have a definit@hO\_’V up either at the upper dot or at the lower dot. By setting
polarization. the input voltages the occupancy of these dots can be deter-
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FIG. 6. Metal-island QCA cell{a) The QCA cell consists of two capaci- U

tively coupled bistable elements. Such a bistable element consists of two

metal islands. The excess electron can be either in the top or in the bottom -
island, giving the two possible charge configuratiofis. Symbolic repre-

sentation of the two possible polarizations of the QCA cell.

FIG. 7. Metal-island half-QCA structure permitting adiabatic switchiagy.

. . . o o The circuit consists of three metal islands connected to each other by tunnel
mined, that is, we can set the “polarization” of this bistable junctions. Each island has a capacitively coupled electrode. Applyiny the

element.(Let +1 and—1 denote the two possible polariza- differential input bias and th¥. control voltage the occupancy of the dots
tions) can be determined. The middle island is grounded in order to provide an

A shotn in Fig. @, & QCA cellconsists of o of 3t PEcT9n 7 e el sttt sy s e
these bistable elements balf cells It can have two polar- 1o increase the potential of the top and bottom islands to make the switching
izations:+1 if the two excess electrons are in the upper rightmore abrupt(b) The symbolic representation for the three-island system.
and lower left islands;-1 if they are in the other two islands The occupancies corresponding to fhe +1, P=—1 polarizations and the
[Fig. 6(b)]. If several of these cells are placed in a line and™!" State(indefinite polarizationare shown.

they are coupled capacitively, then by switching the input

voltage of the first cell a polarization change will be trans- he inout can be supolied externally or from another half
mitted along the cell line as in the case of the semiconducto-r[ P PP y

; . . cell (as discussed in Sec. JVThe voltage on the gate elec-
cell. All logical and computational structures which can be ) ; .
9 P trode for the middle island is used as a control. The three

!mplemented with the semiconductor QCA can also be reallE)perational modes of the half cehbictive, locked, and null
ized with the metal-island cells. . . .
can be selected by setting this voltage to one of three discrete
levels corresponding to the three modes.
The three operational modes are shown schematically in
Figs. 8a)—8(c). The switching in active mode is illustrated in
The circuit for the metallic half cell is shown in Fig. Fig. 8@). First the pictorial representation of the process can
7(a). It contains three metallic islands. The occupancy of thebe seen, then the energies of 0], [010], and [001]
three islands is represented by a triple of integersonfigurations are given during the switching. The differen-
[n1,n2,n3]. During operation its occupancy can pE0Q], tial input bias changes from positive to negative. Initially, the
[010], or [001], as shown in Fig. (b). The [100] charge top electrode is at a positive potential while the bottom elec-
configuration corresponds to the polarizatieri case, the trode is negative, resulting in tH&00] configuration having
[001] charge configuration corresponds to the polarizatiorthe lowest energy. AY decreases, the energy of tHEOQ]
—1 case, whild010] represents a null polarization. configuration increases and will be higher than that of the
The top and bottom islands are biased with respect t§010] configuration. Thus the electron tunnels from the top
ground through(nonleaky capacitors. The bias voltage island to the middle island, and the three-island system is in
raises the electrostatic potential of these islafidavering  the[010] configuration. Decreasing further, the[001] will
electron potential energjyso that an electron is attracted be the minimal energy configuration, and therefore the elec-
from ground into the three-island chain. The top and bottontron tunnels to the bottom island. In Fig(b8 the locked
islands can be viewed as a double well system with theperational mode is illustrated. The control electrode has a
middle island acting as a controllable barrier. lower potential(higher electron potential energthan in the
Each of the three islands has a corresponding gate eleactive mode, so the electron cannot get to the middle island
trode. A differential input is applied to the gate electrodes forfrom the top one. In the null mode the control electrode is at
the top and the bottom islands. The half cell can be switched higher potentiallower electron potential energyhan in
from one polarization state to the other by this input voltagethe active mode, thus the electron stays in the middle island

IIl. QUASI-ADIABATIC SWITCHING
WITH METAL-ISLAND CELLS
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- — e — — FIG. 9. The six basic tunneling events that can happen in the three-island
T e structure shown in Fig. 7.
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q q

2
+ 0 - Here C is the capacitance matrix for the islands and elec-
- 0 +
E

T

—7q’. 1)

trodes, v is a column vector of voltages on the gate elec-
trodes, andg and q’ are the column vectors of the island
charges and the lead charges, respectively. The first term of

£ _i — E___— the energy expression describes the electrostatic energy
- stored in the capacitors and tunnel junctions. The second
— term is the work done by the sources transferring charge to

the leads. The equilibrium charge configuration Tor 0 K

100 010 001 100 010 001 100 010 001 e . .
temperature minimizes this electrostatic energy.
For a QCA cell to be switched quasiadiabatically, input
and clock voltages are varied smoothly enough so that the

+§ 0 % ) § cell is very close to its equilibrium ground state configuration
— —»
- 0 +

E

during the time it is switching. Thus during tlaetive mode
of cell operation, the cell should be in the configuration

E ¥ B which minimizes the total electrostatic energy for the cell.
T _ T The same is true for thieull mode.

- .- The lockedmode, by contrast, is designed to provide a

short-term memory, i.e., the cell configuration is held to what

100 010 001 100 010 001 ; . . ;

100 010 001 it was in the immediate past so that the locked cell can be
FIG. 8. The three operational modes) Active operational mode. The used as a fixed input for another cell which is being
electron tunnels from the top island to the bottom island through the middlesyitched. Thus it is by design not necessar”y in the mini-

island, if electrode voltages change. First the pictorial representation of thi . . .
process is shown+, —, and 0 refer to the sign of the electrode voltages. ?num energy conflgurat|on but may be in a metastable state.

Then the energies of ta.00], [010], and[001] charge configurations can 10 Model this requires knowing not just the minimum energy
be seen during the switching. The dot refers to the charge configuration theonfiguration, but also the allowed transitions between vari-

system occupiesb) Locked operational mode. The electron is locked in g5 configurations. For the QCA half cell, the six baaic

either the top or the bottom island, because[ €] configuration has much " . . . .
higher energy than the other&) Null operational mode. The electron is lowed transitionsare summarized in Fig. 9. Notice that there

locked in the middle island, because 8a0] configuration has much lower IS NO transition directly from the top island to the bottom

energy then the other two. island. This is important for the operation of the locked
mode. Suppression of this transition is the reason that there is
no direct tunneling path between either the top or bottom

regardless of the applied differential input bias as shown irflectrode and ground. _ _ _
Fig. 8(c).° We can treat all these modes using a single modeling

algorithm. As the input voltages are changed in small steps,
at each step we examine whether an allowed transition could
decrease the energy of the system. If so then the tunneling
event takes place instantaneously and the dot occupancies
A. Physical model change. This approach is only applicable to the quasiadia-
We can model the quasistatic behavior of the circuitsbatic situation we consider here. Refinements which would

described by considering only the energy of the variouseXtend these calculations to high frequencies would include
pecific tunneling rates in a Monte Cafd® or master

charge configurations of the system. We treat here only th& . .
zerogtempergture situation. Th)(/a system is composed 01}/ ga{aequatloﬁ“ approach and would include  cotunnellifig®
electrodes and metal islands, coupled by tunnel junctions anr@tes.

capacitors®!! The gate electrode voltages are fixed by ex-
ternal sources, and the charge on each metal island is co
strained to be an integral multiple of the fundamental charge. For simulations shown below, parameters for capacitors
The electrostatic energy of a configuration can be expresseahd voltage sources were chosen in the range of practically
in terms of the voltages and charges on gate electrodes amdalizable values for metal islands fabricated with Dolan
metal islands: shadow-evaporation techniques. They are also chosen in the

IV. THEORY OF OPERATION

R: Operational modes
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FIG. 10. Transfer characteristics of the half cell structure given in Fig. 7 forgi g 12, State diagram of the half cell for switching. It shows the occupan-

the active mode. It is piecewise linear, and the abrupt change in value anges of the three islands as the differential input biasincreasedfrom
slope are due to tunneling events. In case of a metal-island QCA the NoN- § 45 19+0.45 mV for aV range of—0.3 and 0.7 mV. The voltage levels
. . . . . .

Iir?ear_ity comes frpm the ch:_argg quantization. Re_placing the tunnel junCtion?or the three operational modes are also shown. The charge configuration is
with linear capacitors the circuit would also be linear. also given for each region of the diagram. Note that[#@1] and the[100]
phases seem to have a common border, but there is a very “thin line” of
) ] ] [010] or [1,—1,1] phase between therfiThe direct transition fronj001] to
design space to fulfill the requirement for a reasonable ranggoq is not possible.The dots with at+ sign refer to—1 electron on the dot

for the input and control voltages. We have performed nuthat is an excess positive charge.
merical simulations of the switching of a half cell using the

model described above. The specific parameter values used
were: C=420aF, C,=300aF, C,=25aF, C;=80aF,C, active mode, this is sufficient information to characterize the

=200aF, andJ=0.36 mV. With this set of parameters the switching behavior. However for the locked mode, we must

control voltages corresponding to locked, active, and nulRssume a particular starting point. Figure 12 shows this state

operational modes aré,=—0.18, 0.18, and 0.68 mV, re- diagram for the case when the input voltage is increases from

spectively. The input bias changes in the range-6f3 and  —0.45t0+0.45 mV. ForV, chosen to keep the system in the

+0.3 mV. locked mode, this means that the system is initially in the
In Fig. 10 the transfer characteristics of this half cell can[001] state and remains there. The opposite situation is de-

be seen in active mode, that is, fég=0.18 mV. It is piece- plcted in Fig. 13,.where.the system starts with a positive

wise linear, and the abrupt change in value and slope is du@put voltage and is thus in tHd00] case. The locked mode

to tunneling events, thus the nonlinearity of the transfer charfemains there because th&00]—[001] transition is sup-

acteristics comes from the charge quantization on the met&iressed.

island. The three operational modes will be analyzed using the
Itis instructive to construct a diagram of the system statestate diagram shown in Fig. 12. Taking.=0.18mV the

as a function of the input voltage ai.. Figure 11 shows Circuit is in active operational mode. Following the arrow

the equilibrium ground state “phase diagram” for the sys-

tem as a function of these two voltages. For the null and

0.7 -
0.6k Null operational mode, V =0.68mV
0.7
05
0.6
04
0.5 —_
> 03
04 g
5\ ~5 02+ -
g 0.3 > Active operational mode, V_.=0.18mV
R=) 0.1F ¢
9 0.2
> ok
0.1}
-0.1F
0F Point T o2l -
01l ’ Locked operational mode, V =-0.18mV
03 ] 1 ! ] ) 1 1 1 1
_0 2L * CE LR R K NN _04 _03 _02 _01 O 01 02 03 04
’ Locked operational mode, V,=-0.18mV
0.3 A V(mV)

i Il
02 01 0 01 02 03
V(mV)

| |
04 03

0.4

FIG. 13. State diagram of the half cell for switching. The diagram shows the
occupancies of the three islands as Yhelifferential input biasdecreased

FIG. 11. Phase diagram of the half cell structure permitting adiabaticfrom +0.45 to—0.45 mV for aV. range of—0.3 and 0.7 mV. The voltage
switching. The minimal energy configuration is shown as a function of thelevels for the three operational modes are also shown. The charge configu-

differential input biasV and the control voltag&/.. The control voltage

level

of the locked operational mode is also shown.

ration is also given for each region of the diagram. Comparing with Fig. 12,
the differences are due th¥ltchanges in the opposite direction.



J. Appl. Phys., Vol. 85, No. 5, 1 March 1999 G. Toth and C. S. Lent 2983

vV HE Vo The critical points on these state diagrams are lab€&led
a) -V ACQ::::Q—’ _V_dg andM. The values oV andV, for these points can be given
T_‘_T T analytically in terms of the circuit parameters. If we Mt
V """ Ve =C+C,+C, andY=2C+C,+Cg, then
C
vT=0, 2
Y %% é% §§ V(UG 4| UG X C
P=+1 P=-1 null state vi= © ¢ © © c X 3
¢ 2Cg X - G
FIG. 14. Metal-dot QCA cell(a) It consists of two half cells that get the E_ 1
same control voltaggb) The occupancies corresponding to fhe +1, P
=—1 polarizations and the null state. X 2
e (E_ 1)
V=g | v | @
belonging to the 0.18 mV level, the change of the charge 2 -2
configurations a¥ changes fromt-0.3 to —0.3 mV can be c
read from the graph. The transition series belonging to this v/ UcC Uc
case i 001]—[010]—[100]. The electron tunnels from the _ ( o~ 74 1) Y Pk S
third island to the second island, and then moves further to VMzi C e e ®)
the first island. ¢ 2C, X
If V. is decreased t6-0.18 mV, the potential of the 6_1

middle electrode also decreases and the electron from the

islands on the sides cannot get to the middle island. This i¥ is worthwhile to note that for highev values similar to
the locked operational mode, the occupancy does not chandlee graph in Fig. 12 could be drawn, except that [thed],
even if theV bias voltage is changed, as can be seen follow{010], and [001] phases would be replaced by thel0],
ing the bottom arrow in Fig. 12. [020], and[011] phases, respectively. \f.. is increased fur-

If V. is increased from the value it had in the case of thether, then th¢120], [030], and[021] phases can be found in
active mode to 0.68 mV, then the electron will be drawn tothe diagram. Thus the only difference in the system behavior
the middle island. It will stay there independent of the inputfor higher (lower) V. values is that the population of the
voltages, as can be seen if one follows the top arrow in Figmiddle island is increase@ecreasedby a constant. In this
12. This is the null operational mode. way it can be said that the system behavior is period¥.in

and it is not more informative to draw a graph for a wider
range of control voltages. Th&V, periodicity of the phase

diagram in theV, direction is:
Locked mode Null state

0.68 :\ P ; e
Vcl(mV) W—N AVC: - . (6)
018 ' L/ Cs
0.68 2 ~___~ 6 8 12
Vep(mV) / \ / \ / T
018} y L £ L £ C. QCA shift register

VymV) 06 [ \ / \ We construct a simulation of a cell line acting as a shift
[ i . . "
018} \ 4 3 5 s 3 register that is a 1_D array of capacitively couple_d QCA ce_lls.
068 \ y \ :/ \ A QCA cell consists of two half cells as depicted in Fig.
V“(mv).o.ls p " y " . 14(a). It can have three different occupancig®d1 104 for
: '€———  time(arb. units) P=+1 polarization[100 00] for P=—1 polarization, and
Period time [010 01Q for the null state as shown in Fig. . The

adiabatic switching is realized with four different clock sig-
nals as it is shown in Fig. 15. Due to these clock signals the

a)

v HH HH HH O HH PH e operational mode of a half cell in the line changes periodi-
VAR _HH _HH _HH o HH HH e cally: active—locked—active—null.

T T T T T T The operation of a line of four cells can be seen in Fig.

Vo Vo Va Vau Va Vg 16. Each line of the graph shows the polarization of a cell as
b) a function of time. In the figure the parts are framed where

the cells are in locked operational mode. The state of the cell

FIG. 15. QCA cell line with quasiadiabatic switchin@) The four different ~ can be considered valid only in this state; that is, it is sup-
clock signals applied to the control input of the cells. They are shiftedposed to be read externally only during this time.

relative to each other by 1/4 period time. Thig=~0.18 and 0.68 mv The shift register is instructive because in principle each
levels correspond to the locked and null operational mode, respectiagly.

The schematic of the QCA cell line. The control voltages applied to the hah‘el('zfmem.CO'UId be replaced by 'a more complex (?omputational
cells are shown for each of them. unit. This is how more sophisticated processing could be
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= ' ' ' ' The core of the proposed QCA cell is a bistable element
§ or \ / 1 consisting of three metal islands, tunnels junctions, and ca-
0% 3 4 e % 1 12 14 16 18 20 pacitors. Its operation was presented in a simulation ex-
* ample, on the basis of phase diagrams. Beside an individual
= 0 0 % 0 0 half . _
3 \ alf cell the operation of a cell line was also shown.
\ \
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